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Understanding the complex intersection of technology and child sexual abuse allows us to prevent and respond to the evolving threats children face online. 
This can be done only through multistakeholder collaboration that builds on the insights and talents of all in the ecosystem: nonprofits, policymakers, tech 
companies, communities, investigators, and — most importantly — the young people we commit to serve. 
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Overview

Adoption of new technologies is accelerating, with increasing access 
around the world, including by children and young people. Hundreds of 
millions of children around the world use the internet,*1,2 exploring, creating, 
learning, and playing. While the benefits of technology are undeniable, 
society has failed to adequately anticipate and address unintended 
consequences with regards to child safety before widespread  
adoption began. 

Prior to widespread adoption of the internet, those who sought to sexually 
exploit and abuse minors faced significant barriers for access to victims, 
abuse imagery, and other like-minded individuals. Child sexual abuse 
material (or CSAM) was printed or shipped by mail on VHS tapes and other 
media formats. Access was slow, with significant hurdles. 

However, the internet lowered many of those hurdles. CSAM could be 
located via the search bar, victims could be found in chat rooms, and 
entire communities of users could exchange tactics and homemade abuse 
imagery in seconds. The scale of child sexual abuse and exploitation online 
skyrocketed, technology evolved quickly, and adequate guardrails have 
been lacking. 

Too often we are failing to anticipate the next priority in online child 
safety. Taking a reactive approach leaves us grappling with high-stakes 
consequences and abuse that has already occurred, rather than proactively 
addressing the potential for harm and preventing this from occurring in the 
first place. 

We need a paradigm shift in how we develop and deploy technology, with 
builders and protectors collaborating to successfully prevent harm without 
stifling innovation. 

WeProtect Global Alliance and Thorn have teamed up with a community of 
global experts to support a different approach. 

Collaborative horizon scanning is a strategic process that involves 
systematically gathering and analyzing information to identify emerging 
trends, issues, and opportunities that could have significant impacts in the 
future. A proactive approach, it relies on initial or early signs or indicators 
that suggest the emergence of a new trend or development. It allows early 
reflection on these developments’ intended and unintended effects — the 
game changers that could make a significant societal and policy impact. 

In 2024, the organizations launched the Global Evolving Technologies 
Horizon Scan project, an initiative designed to examine the most critical 
technology trends whose evolution are and will significantly impact the 
fight against technology-facilitated child sexual exploitation. This report 
is a snapshot of these technology trends, recognizing their value while 
identifying ways in which the technologies are being (or stand a high risk of 
being) abused in service of child sexual exploitation. It also offers an initial 
review of literature exploring safety by design3,4 tactics for building these 
technologies and the surrounding platforms to better anticipate, reduce, 
prevent, and combat abuses online.

*This number is derived from data showing that roughly 33% of children have internet access in the home (see endnote 1) and that roughly 2.2 billion people are under 18 globally (see endnote 2).  
This is likely a low estimate of 2025 numbers. 
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The following technologies are discussed in this report: predictive artificial 
intelligence, generative artificial intelligence, end-to-end encryption, 
extended reality environments, decentralization, and quantum computing. 
While the individual technologies were found to present distinct risks and 
opportunities, requiring differing approaches to mitigating abuse, three core 
themes emerged across the collection of technologies explored.

There is no one singular technology that we can focus on at the 
expense of others. 
The technologies explored in this report do not exist in silos, nor do kids (or 
offenders) use them in isolation. Failure to consider multiple technologies in 
parallel will result in gaps in protection and unattended vulnerability. 

A child’s privacy is part of their safety — and both must be 
championed. 
A false narrative has dominated some debates around the best ways to 
safeguard children from risks of online abuse and exploitation — one end 
of the spectrum calls for removal of privacy and access to content through 
monitoring and technology bans, and the other relies solely on reacting to 
disclosure of abuse from impacted children and reports from the public, 
after the harm has occurred. Neither end of the spectrum will do justice to 
children’s safety and rights. 

Technology will be part of the solution to technology — but it will 
require specialized expertise for efficacy and public/market will. 
While technology has exacerbated and accelerated risks of sexual 
exploitation online, it also is critical in combating these online harms. 
Building the right solutions, however, will require diverse and specialized 
expertise across sectors and experience. More, prioritizing the investment 
in this work will require both public and market will.

This report is a first step in engaging colleagues in continuous, cross-
cutting reflection around emerging and potential future trends and starting 
to consider how we might equip practitioners and experts with the tools 
to anticipate and tackle the ever-evolving challenges and opportunities 
children face in the digital world. As such efforts continue, further 
investment in a diverse portfolio of research initiatives that leverages the 
knowledge of technologists, investigators, trust and safety professionals, 
and other frontline experts stands to deliver significant returns. Critically, 
engaging with and learning from young people must be a central 
component of these efforts. Building with their perspectives and needs at 
the forefront will be vital to ensuring the next generation has access to the 
safe and vibrant digital world they deserve. 
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Methodology & Design

CHALLENGE: Published literature on the nature of 
technology-facilitated risks is limited.

This study pursued a collaborative horizon-scanning approach, seeking to 
assemble and learn across a multitude of signals to examine evolving and 
emerging trends anticipated within the next 5-10 years. 

Challenges & Limitations

CHALLENGE: Different global contexts and levels 
of technology adoption. 

The landscape of technology-facilitated child sexual exploitation 
looks different around the world, with the role of technology and its 
level of adoption impacting the nature of the harm. Legal and cultural 
standards differ greatly globally, resulting in differences such as the 
definition of a child or what constitutes child sexual exploitation or 
abuse, as well as the presence of social support and protections 
for the impacted victims. Where some parts of the world are highly 
integrated with technology, others do not yet have widespread 
access. While this report sought global input and was framed within 
the context of international human rights standards, the majority of 
survey and steering committee participants were based in the global 
north. This report should not be viewed as fully representative of  
the unique experiences relating to technology-facilitated child 
sexual exploitation impacting minors and their communities in 
the global south.

The velocity of technological innovation is often mismatched with 
that of academic literature publication. In addition, our ability to 
quantify and describe whether and how a technology is, in fact, 
impacting society lags behind its deployment. Finally, the ability to 
research the specific intersections between a technology and child 
sexual exploitation can be hampered by the sensitive and, at times, 
illegal nature of relevant data. Significant privacy considerations are 
in play, and access to child sexual abuse material, specifically, is 
prohibited in most non–law enforcement settings. This report looks 
across a variety of source types in an attempt to somewhat mitigate 
this. The research draws from academic literature and grey literature, 
as well as primary accounts from those with direct experience on 
this topic. This research did not include any direct analysis of abusive 
chats or child sexual abuse material. 

CHALLENGE: Silos across areas of expertise and perspectives 
inhibit our ability to forecast, identify, and build to mitigate the 
misuse of technologies for online child sexual exploitation.

Understanding the impact of technologies on child sexual 
exploitation requires examination of multiple fronts: technical 
capabilities, offender tactics, and child development, to name 
only a few. These areas of expertise are often siloed in daily 
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CHALLENGE: Technology and social norms are constantly evolving, 
requiring a commitment to recurring evaluation of their intersection 
with technology-facilitated child sexual exploitation. 

The capabilities of technologies in this report are changing as we 
speak. So, too, are the social norms and policies surrounding their 
usage. The risks and opportunities discussed here reflect the current 
state of this issue, at the time of report production. As a result, this 
report is intended to provide a snapshot at this moment in time, and 
best practice will necessitate reevaluation of harms and opportunities 
on an ongoing basis. 

Design

In light of online child safety’s complex and dynamic nature, this project 
took a multipronged approach to balance completeness and velocity.  
This work built off the existing subject matter expertise of Thorn and  
WeProtect Global Alliance via three primary workstreams:

 Workstream 1: Steering Committee Consultation

 Workstream 2: Ecosystem Survey

 Workstream 3: Literature Review

business if operational leads do not prioritize intentional, proactive 
collaboration. That collaboration is necessary to best anticipate and 
respond to emerging threats relating to technology-facilitated child 
sexual exploitation. In addition, young people’s experiences and 
perspectives must be at the heart of our work. Engaging with minor 
audiences requires specialized care and planning to ensure their 
experience is safe and supportive. To address some of these needs, 
this research identified expertise across several sectors — including 
academia, technology, law enforcement, online regulators, civil 
society, and child development — to represent distinct perspectives 
and expertise in this research. This research did not engage directly 
with minors and was limited to the experiences and perspectives of 
those adults who have worked on their behalf. 
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Workstream 1: Steering  
Committee Consultation
The workstream focused on collaboration and 
learning with the 12 field experts participating 
in the project steering committee. This was 
done through survey and subsequent group 
discussions. 

SURVEY 
A brief online survey was prepared and fielded 
among the 12-member steering committee. The 
purpose of this survey was to:

1. Collect a list of core technologies that 
increase the risk to children of online sexual 
exploitation to be evaluated in this initiative.

2. Collect a list of core technologies presenting 
opportunities to safeguard children from 
online child sexual exploitation to be 
evaluated in this initiative.

DISCUSSION
The findings of this survey were used to discuss 
these technologies; they focused on the 
following core questions:

1. Does the current list of technologies for 
exploration represent the most pressing  
to the child safety ecosystem? 

2. What particular risks or opportunities do  
we see relating to these technologies?

3. Are there any additional emerging 
technologies not yet being explored in  
this initiative?

Workstream 2: 
Ecosystem Survey
This initiative focused on hearing from a broader 
cohort of ecosystem voices. The online ecosystem 
survey was distributed via organizer and steering 
committee channels, including membership 
lists and contacts. The survey was open for 3 
weeks and was completed by 280 respondents 
(Participant sector breakdown available in Fig 1). 

The core questions explored in the survey included:

1. Of a given list of technologies, which 
contribute the greatest current harm relating 
to online child sexual exploitation and why?

2. Of a given list of technologies, which pose 
the greatest future risk relating to online child 
sexual exploitation and why?

3. Of a given list of technologies, which offer the 
greatest current benefit to combating online 
child sexual exploitation and why?

4. Of a given list of technologies, which presents 
the greatest future opportunity to combat 
online child sexual exploitation and why?

Workstream 3: 
Literature Review
We began our literature review by defining the 
research question: identify safety by design 
interventions across each specific technology 
included in the ecosystem survey. To the best of 
our knowledge, this type of systematic overview 
of the available literature on this topic has not 
yet been conducted. We then compiled a list of 
sources (e.g., Google Scholar, arXiv.org, public 
documentation from child safety regulators) 
and a list of key terms to use (e.g., child safety, 
CSAM interventions) paired with key terms 
relevant to the particular technology (e.g., 
end-to-end encryption, virtual environments) 
to use in searching through these resources 
for relevant literature. Upon compiling an initial 
set of literature through the above process, 
we reduced this initial set to those that were 
most highly cited or otherwise came from 
known experts in this space. We then read and 
analyzed the literature, looking for patterns, 
trends, and gaps in the research. 

Fig 1 | Sector 
Breakdown

Sector selection was 
multi-select, so the 
total may not match 
the total participant 
count.

Academia
15

Government
28

Finance/ 
Banking
2

Online Safety 
Regulators
10

Technology
52

Non-profit
88

Law  
Enforcement
31

Other
27



As technology has developed and become embedded in our daily lives 
through hardware, such as smartphones, or applications, such as 
messaging or live streaming tools, digital tools and environments have 
opened new vectors of risk for children and new opportunities for those 
wishing to sexually exploit or harm them. 

Through this research, the stakeholders and resources with which we 
engaged painted a complex picture: a myriad of technologies plays diverse 
roles in preventing and combating technology-facilitated child sexual 
abuse. These technologies rarely occur in complete isolation from one 
another and their impacts depend heavily on how and why someone  
uses them

The technologies selected for this report were those assessed to present 
the most significant potential for near- or far-term impacts to the issue 
of child safety. This includes technologies that hold significant promise to 
accelerate the work of investigators and content moderators, as well as 
those that risk unlocking new environmental risks and tactical advantages 
for offenders. This report should not be considered exhaustive and should 
be considered as one step in a broader process of understanding the 
opportunities or challenges posed by such technologies. 

Importantly, the scale and nature of these technologies will change with 
time in response to the evolution of product features, further technological 
innovation, user popularity, and social factors such as behavioral norms and 
regional policies. At the time of this research, those in the field are observing 
cases involving many of these technologies, demonstrating not just their 
theoretical but real misuse. However, they do not yet report them to be the 
dominant case type. 
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In this section: 

 Predictive Artificial Intelligence

 Generative Artificial Intelligence

 End-to-End Encryption

 Extended Reality Environments

 Decentralization

 Quantum Computing

Featured Technologies
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Predictive Artificial Intelligence

“ Predictive AI is already being used across investigations into 
online child abuse, to identify patterns of luring or grooming, 
to identify victims and perpetrators, and more. It is essentially 
the only tool available to help process huge amounts of 
information online.”

— Sector: Other; Tenure: 1-3 years

Technology Overview
Predictive artificial intelligence (predictive AI) is an umbrella term for a 
range of machine learning (ML) technologies that can recognize patterns 
and make predictions without being explicitly programmed to do so. There 
are three high-level categories of ML: supervised, unsupervised, and 
reinforcement learning. 

In supervised learning, the model is provided with a set of training data, 
where the data is labeled according to the target categories, concepts, 
or information. The model iterates over the training data and, in this way, 
learns to place different weights on relevant features to distinguish the 
categories from each other, ultimately producing a weighted function that 
takes a piece of data as an input and outputs a prediction. 

Unsupervised learning similarly involves a model iterating over training data 
to learn the target output; however, unlike supervised learning, the training 
data is not labeled. As a result, with unsupervised learning the model 
iterates over the data to find patterns and similarities between relevant 
features to organize the data into discrete groups. 

Unlike supervised or unsupervised learning, reinforcement learning doesn’t 
require training data. Instead, the model learns the “policy” by exploring its 
environment in real time. With each action a model takes, it either receives 
a reward — if the choice it takes is desired — or a punishment, if not. In 
this way, with successive rewards and punishments, the model learns the 
“policy”: the strategy of whatever task it is that the model is being trained 
to accomplish.

Predictive AI is used across a number of different industries,5 including 
health care,6 marketing7/advertising, financial services,8 and many more. 
Recommender systems9 are powered by predictive AI and are used 
across a wide range of industries. Across all of these applications, there 
is ongoing cross-sector effort to establish10 and in some cases regulate11 
best practices for ethical development and use of these systems, across a 
number of relevant categories12 (e.g., bias mitigation, privacy and consent, 
transparency, accountability). 

Current Opportunities & Impacts
In addition to the everyday use cases outlined above, technologies 
leveraging the power of predictive AI models are currently some of the most 
powerful sets of tools for combating technology-facilitated child sexual 
exploitation. The sheer volume of data exchanged online each day and the 
velocity of interactions requires technology to augment the capabilities of 
human moderators. Predictive AI complements legacy content-moderation 
tools, like hashing and matching, to surface, prioritize, and triage violative 
content — such as threats of self-harm or child sexual abuse material — for 
moderator review.13,14 Further, predictive AI can support efforts to tackle 
offline child sexual abuse, specifically for victim identification. Classifiers 
may identify novel child sexual abuse material that depicts a previously 
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Alongside the ways predictive AI may prove a useful tool in the fight against 
technology-facilitated child sexual exploitation, several concerns exist 
surrounding the technology and its potential risks. In the ecosystem survey, 
respondents with 3+ years of experience in the law enforcement sector* 
indicated that they were handling CSAM cases involving predictive AI, 
ranging from 0% to 10% of their CSAM cases (with an average of 0.48%). 
Across this project, two particular themes of risks were surfaced:

 Algorithms’ role in elevating harmful content and connections.
 Insufficient human checks and balances. 

Algorithms’ role in elevating harmful content and connections. While 
recommender systems powered by predictive AI can offer benefits in some 
use cases, they have also been shown to suggest risky connections and 
harmful content.16 Recommender algorithms have a demonstrated history 
of elevating accounts belonging to minors for discovery by users apparently 
interested in explicit minor imagery.17 In some studies, researchers who 
encountered potential child exploitation accounts saw recommendations 
for similar accounts following exposure to the initial account.18 In addition, 
several studies have highlighted the spiral of negative content that users, 
including minor users, can be exposed to based on behaviors surrounding 
certain types of content.19

unknown child in an active abuse situation. They also can be used to 
support other victim identification workflows, such as prioritizing seized 
data for review and extracting information regarding the location of a victim 
depicted in an abusive image or video.

In addition, use of predictive AI unlocks significant opportunity to analyze 
large datasets. Not only does it make it possible to increase the insights we 
unlock and the pace at which we arrive at them (through larger volumes of 
data and by identifying connections more rapidly than human review), but 
also it may limit the amount of exposure to harmful content (such as chat 
logs involving child sexual exploitation) within that dataset. 

It is worth noting that in those scenarios described above, building 
predictive AI will involve content exposure, as building these models 
requires human labeling and review of training data. The holistic cost of 
exposure may, in the long run, be reduced, as the amount of training data 
needed to be labeled may be less than the amount of input data that the 
model is then used to analyze, but it should be recognized that the cost 
of this exposure will move from the person conducting the analysis to the 
person labeling the training data.15 

*The base size of this group was small (n<25), and therefore these findings should be considered directional.

“�AI�supports�law�enforcement�officers�in�reviewing�CSAM�and�
automatically prioritizes the most urgent ones — reducing the 
exposure�of�officers�working�in�this�field.”

— Sector: Government; Tenure: 3-5 years
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of combating child sexual exploitation will be heavily dependent on the 
availability of these two items. 

Concerningly, many companies have made significant reductions to 
personnel, particularly in sectors relating to trust and safety and AI ethics, 
which may be a worrying sign for their investment in maintaining and 
evolving AI-powered moderation tools.24,25 While AI solutions can scale and 
accelerate some tasks, in the child safety realm in particular, overreliance 
on technology in content moderation pipelines in service of cost-
cutting measures will result in worse moderation decisions, worse model 
performance, and missed signals of abusive and exploitative interactions. 
Pathways for continuous feedback, regular evaluation, and iteration for 
model maintenance are crucial to account for adversarial changes in 
offender behavior, as well as model drift and bias. This type of continuous 
iteration requires human oversight and will likely involve additional labeling 
burden. As noted above, the wellness cost of labeling this type of data 
can be high. Ethically navigating this reality will include ensuring the 
humans conducting the labeling have robust wellness resources, that any 
unexpected content exposure is minimized, and they have the freedom to 
exit the labeling session when needed. 

Insufficient�human�checks�and�balances. The role of a human in the 
loop is critical to the safe and beneficial use of predictive AI. In fact, recent 
polling found a large majority of US voters are concerned about the impacts 
of AI making decisions without adequate human oversight,20 and similar 
sentiment was echoed in the 2023 Bletchley Declaration.21 Predictive AI 
does not carry the same ability to recognize contextual nuance as human 
experts, and insufficient human checks and balances can lead to negative 
outcomes. Models that are not maintained will degrade in performance, and 
bias in models may lead to unintended outcomes and missed situational 
interpretations. Reporting has highlighted instances where content 
moderation AI fails to perform effectively for certain groups, regions, or 
languages.22 In this way, the role of human intelligence and interpretation 
— as well as clear and reliable mechanisms for contesting and appealing 
decisions23 — remain crucial. 

Future Opportunities & Impacts
Predictive AI has already been incorporated into our society in a number 
of different capacities, with both positive and negative outcomes and 
increasing regulatory attention. Yet, for those on the front lines of 
combating technology-facilitated child sexual exploitation, the potential 
benefits have not yet been fully realized. This is not the result of lack of 
will or desire; however, there is currently a lack of data specific to this risk 
vector, and there is still insufficient investment in the development of 
specialized tooling for deployment on this topic. 

For example, the performance of classifiers is reliant on the quality and 
representative nature of the training data and associated labels. For 
classifiers intended for use on abusive interactions, performance will 
be improved by training on pertinent data (such as CSAM or sextortion 
interactions) that has been labeled with the necessary specialized expertise 
and within secure environments (such as within law enforcement facilities). 
The ecosystem’s ability to leverage this powerful technology in service 

“�The�use�of�predictive�analytics�to�profile�and�target�children�
could lead to privacy violations and exploitation. The potential 
for biased algorithms to perpetuate harmful stereotypes and 
make incorrect predictions about children’s behavior adds 
another concern.” 

— Sector: Non-profit; Tenure: 7+ years
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Predictive AI may also be used in efforts to estimate or verify age, as 
a mechanism to prevent access to age-limited content or prevent 
interactions between children and adults. The use of this type of technology 
for these purposes is not yet ubiquitous, and its emergence has been paired 
with efforts to transparently benchmark its performance.26

Safety by Design 
Efforts in safe design of predictive AI technology and predictive AI systems 
in the context of technology-facilitated child sexual exploitation and abuse 
primarily focus on the recommender systems, both in terms of their use 
for recommending content (media, advertisements, other user posts, etc.) 
and recommending connections. Some of the suggested interventions 
are applicable in both settings — for example, user empowerment via 
feedback loops27,28,29,30; transparency in implementation, objectives, and 
parameters31,32,33; regular auditing34,35; and changing algorithmic objectives 
(e.g., to optimize for a specific human value, as opposed to optimizing for 
maximal user engagement).36,37,38,39,40 For content recommender systems, 
interventions include alternative curation models (e.g., chronological 
listing of content) 41,42 and more rigorous content filtering before the 
recommendation is surfaced.43,44,45 Across both types of use cases for 
recommender systems, some of these interventions have further become 
codified in law.46,47

It is worth noting that there is a rich ecosystem of literature on interventions 
and best practices in predictive AI more generally (across a number 
of relevant categories, including bias mitigation, privacy and consent, 
transparency, accountability, etc.) There is clear overlap with this broader 
literature, and preventing predictive AI–accelerated child sexual exploitation 
and abuse, that could be worth further exploration.
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Technology Overview
Generative artificial intelligence (generative AI) is an umbrella term for 
a range of ML technologies that can generate new content (images, 
videos, text, and audio) without being explicitly programmed to do so. 
Like predictive AI, it sits within the same three high-level categories of 
ML (supervised, unsupervised, and reinforcement learning). Generative 
AI consists of the same fundamental building blocks as predictive AI, but 
rather than outputting a prediction on a target category or variable, it 
benefits from advancements in large language models and diffusion models 
to instead output human-understandable media. 

Over the last few years, generative AI has been increasingly adopted across 
many of the same industries as predictive AI.48,49 Standards and regulation 
for the ethical development and use of generative AI systems are still 
emerging,50 some of which build off of existing standards for predictive AI. 
Within the broader conversation of AI safety, there are primarily two lines 
of thought: one that focuses on existential risks and one that focuses on 
present-day harms.51

Generative Artificial Intelligence

“ Generative AI can be, and is, used to generate CSAM — 
sometimes�by�other�children�with�the�likeness�of�specific�people�
like�classmates,�etc.�There�is�a�very�significant�amount�of�effort�
being made by bad actors on circumventing the protections put 
in place around generative AI models.”

— Sector: Technology; Tenure: Less than 1 year

Current Opportunities & Impacts
Generative AI technologies have seen a rapid acceleration in capabilities 
and everyday adoption in the last several years. The technology exists 
not only in stand-alone applications built and/or supported by dedicated 
generative AI companies but also embedded into a wide range of tools, 
services, and workflows, including writing assistance,52 customized 
playlists,53 and recipe generation.54 Generative AI technologies can 
accelerate work and unlock new ways to learn, explore, and create. 

These same capabilities impact the risks of technology-facilitated child 
sexual exploitation. AI-generated (AIG) CSAM is a now well-documented 
abuse of this technology.55 In the ecosystem survey, respondents with 3+ 
years of experience in the law enforcement sector* indicated that they were 
fielding CSAM cases involving generative AI, ranging from 0% to 30% of their 
CSAM cases (with an average of 6.66%). 

Several categories of risks have been associated with this technology. 
These impacts can be summarized into a few specific areas of risk, as 
described in Thorn and All Tech Is Human’s report Safety by Design for 

Generative AI56:

 Creates new ways to sexually exploit and revictimize children. 
 Enables misuse of children’s benign and abuse imagery in  

 training models.
 Reduces social and technical barriers to sexualizing minors. 
 Impedes victim identification.

*The base size of this group was small (n<25), and therefore these findings should be considered directional.
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most often recognized model involved in generating AIG-CSAM (Stable 
Diffusion 1.5) was determined to include confirmed CSAM.65 In  
both instances, children are directly involved, both via historical abuse 
imagery and everyday online photos, in the creation of additional abuse 
imagery of children. 

Reduces social and technical barriers to sexualizing minors. While cases 
of offenders using photo-editing software to manipulate existing images 
to create new abuse scenes are not new,66 the output, in the absence of 
significant time and ability, was often crude and obviously manipulated. 
Generative AI reduces the technical barriers to producing custom abuse 
imagery of minors rapidly and easily, putting the tools into the hands of 
anyone with an interest. The ability for users to not only create imagery 
easily but to produce material that mirrors their unique abuse fantasies  
in the acts and victims targeted may serve to reinforce those thoughts  
and feelings.67 

Creates new ways to sexually exploit and revictimize children. 
Generative AI models have been used to create CSAM depicting both 
new and historical victims. In cases involving historical victims (those 
whose original abuse imagery did not include the use of generative AI 
technologies), offenders have been reported to generate media that shows 
new forms and levels of sexual violence inflicted on a historical victim. 
They’ve also been reported to create imagery that inserts their own  
likeness into historical abuse events.57 

Generative AI models have also been used to generate child sexual abuse 
imagery of new children. This has been seen in instances of offenders 
creating abusive imagery of children that may be known or unknown to 
them. In some cases, offenders have used benign imagery, acquired from 
public sources online or through direct access via family or friends,58 or 
captured surreptitiously while encountering the child in a  
public place, as reported in the recent investigation of Justin Culmo.59 

These cases are also not strictly limited to those interested in sexually 
abusing a minor. Financial sextortion — attempts to extort a victim for 
money by threatening to leak nude images — has found extorters using 
generative AI technologies to scale their efforts.60,61 In addition, several 
cases have been reported involving use of generative AI apps by minors to 
create “deepfake nudes” of other kids.62 This is discussed further below. 

Enables misuse of children’s benign and abuse imagery in training 
models. Prominent models designed for mainstream use cases have been 
identified as the tools used to produce AIG-CSAM. Models are at greater risk 
for producing photo-realistic AIG-CSAM when their training set includes 
both sexually explicit imagery of adults and benign imagery of minors. In 
this way, at the direction of the user, the model may be able to combine 
these concepts, based on the contents of its training set, to output sexually 
explicit images of minors.63,64 In addition, the training set involved in the 

“ Adolescent perpetration of CSA of other children is on the 
rise. There are currently 30-some phone apps that are easily 
accessible to generate AI-images of nudes or CSA using 
children as subjects. The combination of both these problems 
exacerbate instance of CSA. Even if not actual bodies or CSA, 
they�can�affect�great�trauma�on�chidren�who�are�subjected�
to this. In addition, the facility/access to this technology and 
the�normalisation�of�sexual�objectification�is�similar�to�the�
normalisation�of�violent�porn�and�influences�young�people’s�
attitudes about sex, consent, and sexual violence.”

— Sector: Non-profit; Tenure: 3-5 years
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abuse imagery has direct and present contact with the victim) becomes 
increasingly complicated. Investigators must assess what elements in 
an image (or its entirety) are generated or nongenerated. Challenges 
involving the manipulation of images by offenders to obscure critical 
identifiable details are not new78; however, the introduction of generative AI 
technologies makes it easier and faster to accomplish their goals. 

Future Opportunities & Impacts
As was noted in the predictive AI section, the application of this technology 
in a child safety professional application (in other words, nonprofits, trust 
and safety, law enforcement, and others) lags behind general public usage. 
The use of off-the-shelf models for general learning and exploration of 
topics relating to child sexual abuse are (rightly) limited. For example, when 
instructing certain large language models (LLMs) to respond to specific 
questions about published academic articles relating to technology-
facilitated child sexual exploitation, on several occasions, the requests were 
denied based on apparent conflicts with model policies. Prohibition on user 
queries concerning offender tactics is a common and important guardrail 
for models to reduce the ease with which someone looking to harm minors 
can quickly surface tips and strategies for abusing children online. However, 
those child safety professionals looking to apply the benefits of generative 
AI in their workstreams will, therefore, require more customized solutions. 

In this vein, some organizations are exploring the safety, value, and viability 
of leveraging such technology to improve offense deterrence resources. 

Generative AI technology not only makes it easier for those intent on 
sexually abusing minors to create custom material, but abuse of the 
technology is also occurring among minor peer groups to create bespoke 
deepfake nudes of classmates. In a recent survey of youth aged 9-17, 1 in 10 
minors reported their peers had created deepfake nudes of other peers.68  
Similar cases have been reported across a number of schools, including 
in New Jersey,69 Spain,70 and California.71 While the motivation in many of 
these cases likely differs from what motivates adults with a specific sexual 
interest in minors — rather, it is likely often the result of poor judgment 
or awareness of victim impact by minors — the outcome is still a form of 
image-based abuse. 

Currently, sentiment is mixed in some communities regarding the harm 
of this behavior and the best interventions, with public response ranging 
from minor prosecutions72 to viewing them as “youthful transgressions 
that should be forgiven.”73 This creates multiple challenges. On the one 
hand, criminalization without appropriate investment in prevention or 
restorative interventions may lead to more harm than good.74,75 On the other, 
equivocation about the permissibility and harm caused by creating nude 
images of someone without their consent fails to equip young people with 
the awareness necessary to avoid causing harm via this novel technology 
and fails to honor and support victims experiencing this abuse.

Impedes�victim�identification. The systems responsible for the 
moderation, triage, and investigation of events involving child sexual abuse 
are already notably strained.76 Much as generative AI technologies can 
support the rapid production of synthetic media more generally, so too is 
the case for AIG-CSAM. The systems in place for responding to this content 
risk seeing a critical increase in volume, delaying vital services to impacted 
victims.77 Beyond the volume itself, in cases where generative AI technology 
is involved, the process for disentangling such abuse imagery from that 
of children in active abuse situations (e.g., where the abuser/producer of 

“ As I have mention earlier AI can be used for education and 
learning, parents can utilize these software to learn how to 
protect their children online.” 

— Sector: Government; Tenure: 1-3 years
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Lastly, the parallel development of wearable technologies intersecting with 
the already observed misuses of generative AI for the purposes of abusing 
or exploiting children opens new avenues for risk. The ability to discreetly 
record children in public reduces existing protections against misuse of 
their images. Although features in current wearables attempt to alert to 
filming activity,85 simple hacks may circumvent systems likely designed to 
balance aesthetics with function and may not sufficiently prioritize safety. 
This, intersecting with the capabilities afforded offenders by the abuse of 
generative AI models, opens increased opportunities for abuse imagery of 
children to be produced. 

Safety by Design
A significant amount of research and exploration into building and deploying 
safe generative AI systems and models, across a variety of current and 
future harms, is actively underway. When focusing on safe generative AI 
specifically through the lens of child sexual exploitation and abuse, a broad 
range of interventions have also been proposed and explored at various 
stages in the life cycle of the model and across various actors in the AI 
value chain. 

At the model level, these interventions include training data cleaning and 
curation (e.g., removing CSAM from training datasets),86,87,88,89,90 children’s 
data protection and privacy,91,92 red teaming for technology-facilitated 
child sexual exploitation,93,94,95,96,97 content provenance and disclosure 
mechanisms,98,99,100,101,102,103 model capabilities testing and evaluation,104,105,106,107 
user reporting and feedback,108,109,110,111,112 and transparency (e.g., on model 
capabilities and limitations,113,114 as well as for datasets115,116). Of these 
interventions, requirements for content provenance and disclosure 
mechanisms have been codified into law via the European Union Artificial 
Intelligence Act.117,118 

The Lucy Faithfull Foundation has reported promising outcomes from its 
chatbot to deter and redirect individual’s search for child sexual abuse 
material online.79 In its early version, the chatbot is limited to scripted 
responses, but the organization is exploring opportunities to update  
the model using LLMs to deliver more specialized and responsive 
deterrence messaging.80

For both of the above use cases, known issues with generative AI regarding 
model hallucinations will need to be addressed to ensure both the reliable 
retrieval of information and the generation of consistently relevant and 
appropriate text. These technologies are fundamentally statistically based, 
which means that out-of-the-box solutions treating them like a database 
will not be sufficiently rigorous, and reliable outputs for conversational 
purposes are not guaranteed.81,82 

Generative AI technologies are evolving rapidly, and several additional risks 
have been identified based on the current trajectory of this technology and 
its potential for misuse. Both video and audio creation have seen significant 
improvement in quality over the last 2 years. Both of these formats are 
anticipated to be at risk of misuse for the exploitation of minors in the near 
future. And while thus far, AIG-CSAM remains but a small percentage of the 
overall CSAM in circulation,*83 the ease and velocity with which it can be 
produced means concerns of overwhelming pipelines remain high. 

In addition, generative AI technology poses an increasing risk to certain 
visual identity assurance techniques, such as checking a recorded or 
live image of the user. Within fraud monitoring circles, reports flag the 
capabilities of generative AI being at, or on track, to create significant 
disruptions.84 These same tactics can undermine online child safety (e.g., 
creating challenges for certain age-assurance mechanisms used to  
enforce platform age gating). 

*Recent reporting states that the National Center for Missing & Exploited Children receives roughly 450 reports regarding generative AI, out of the total 30 million reports, monthly to their tipline,  
  or .0015% (see endnote 49).
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When considering deployment settings, interventions such as closed-
source model input and output content moderation,119,120,121,122,123,124 harmful 
model removal (e.g., de-indexing CSAM fine-tuned models from search 
results),125,126 synthetic content detection and AIG-CSAM hashlists,127,128 and 
age-appropriate design129,130 have all been suggested.

Much work remains to iterate, refine, assess, and maintain the efficacy 
of these interventions. In the meantime, the ecosystem of generative AI 
models and associated tools continues to grow rapidly.
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looking to traffic in child sexual abuse material, groom children, and isolate 
victims from the protective features built into public spaces online and off. 

In the ecosystem survey, respondents with 3+ years of experience in 
the law enforcement sector* indicated that they were fielding CSAM 
cases involving E2EE, ranging from 0% to 80% of their CSAM cases (with 
an average of 26.19%). Across this research, several categories of risks 
surfaced. Core ways E2EE is impacting technology-facilitated child sexual 
exploitation include:

 Limited opportunities to deploy technology-facilitated child sexual   
 exploitation detection tooling at scale.
 Heavy reliance on user reporting increases burden on victims of  

 on-platform abuse.
 Criminals weaponize privacy to hide the trade of abuse material  

 and isolate victims.

Limited opportunities to deploy technology-facilitated child sexual 
exploitation detection tooling at scale. Currently, hashing and matching 
is the dominant tactic to detect and remove child sexual abuse material at 
scale. In 2023, the National Center for Missing & Exploited Children received 
more than 36 million reports relating to online child sexual exploitation and 
abuse, including more than 100 million image and video files.134 Electronic 

End-to-End Encryption

Technology Overview
End-to-end encryption (E2EE) is a method of securing data such that 
only approved users can access the content of the data. E2EE can make 
use of both asymmetric cryptography (where two different keys are used 
to encrypt and decrypt the data) and symmetric cryptography (where 
the same key is used to encrypt and decrypt the data). E2EE ensures 
that even if the data is intercepted during transmission, it cannot be 
decrypted and read by third parties (as long as those third parties do not 
have access to the cryptographic keys). E2EE is most commonly used to 
secure communications between users: encrypting the relevant data before 
transmission from the sender and decrypting the data only after receipt by 
the intended recipient. In that use case, after receipt and decryption of the 
data, the data is further verified to confirm its authenticity (i.e., confirming 
the message was sent by the alleged sender by verifying their digital 
signature) and its integrity (i.e., confirming the data was not tampered with 
during transmission).

As noted above, E2EE is most commonly used to secure communications 
(e.g., Signal, WhatsApp, ProtonApp) in order to protect user data and privacy. 
Other use cases include secure data storage (e.g., iCloud131), password 
management (e.g., 1password132), and securing financial transactions (e.g., 
Stripe133). While E2EE is implemented in various forms across different 
platforms, its use and adoption are not yet ubiquitous.

Current Opportunities & Impacts
E2EE offers valuable protections for individual data, regardless of whether the 
user is a journalist, dissident, or any individual concerned about the privacy 
and security of their communications, financial transactions, and personal 
images. However, these tools have also been weaponized by offenders 

“ End-to-End Encryption (E2EE) remains essential for safeguarding 
the privacy and security of children’s online interactions.”

— Sector: Non-profit; Tenure: 7+ years
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Heavy reliance on user reporting increases the burden on victims of 
on-platform abuse. It follows then, and this is supported by commentary 
from platforms,139 that user reporting will be a heavily-relied-upon 
mechanism to alert a platform of abusive (and potentially criminal) behavior 
on their services.140 

The inherent flaw as it relates to technology-facilitated child sexual 
exploitation must be acknowledged. Most users witnessing CSAM or child 
sexual exploitation occurring in an E2EE environment will fall into one of 
two groups: (1) a child being victimized or (2) a user participating in the 
trade of CSAM or exploitation of minors. It would be against the interests of 
the latter to report, placing a significant burden on a child being victimized 
to seek help. 

Importantly, many children do not disclose they are experiencing sexual 
abuse. For those who do, it may be far later in life and/or to friends rather 
than a trusted adult or authorities.141,142 

service providers make up the lion’s share of CSAM reports, having reported 
35.9 million reports in the same period of time.135 Hashing and matching 
plays a critical role in detecting these tens of millions of files and reducing 
the ongoing victimization of the children whose abuse images are being 
recirculated.

“�E2EE�messaging�apps�are�utilized�by�offenders�to�communicate�
with minors, enticing them to produce sexually explicit material 
and going undetected by platforms. We regularly receive 
reports where the “meet up” takes place between a minor an 
adult on a non-encrypted platform and the conversation quickly 
moves to an encrypted channel.”

— Sector: Non-profit; Tenure: 7+ years

“ Using ‘E2EE’ as an excuse to stop detection makes it impossible 
to combat the latter.” 

— Sector: Non-profit; Tenure: 3-5 years

When a minor experiences a potentially risky sexual interaction online 
and chooses to take action, they are more likely to use online safety 
tools over disclosing to someone in their offline lives, such as caregivers 
or peers.143  However, online safety tools like reporting and blocking are 
not always intuitive or effective. Reporting on ban evasion (where a 
deplatformed user attempts to regain access via a new account or  
other tactics) has highlighted the inconsistent success of keeping  
banned users off a platform.144,145 

In addition to hashing and matching, advances in applications of predictive 
AI (discussed earlier in this report) have equipped platforms with the ability 
to identify high-risk interactions and media indicative of child sexual 
exploitation and abuse. Current models enable platforms to detect high-
risk CSAM and abusive interactions at scale, specifically trained to detect 
interactions involving sextortion, exchanges of CSAM, or likely offline child 
sexual abuse.136,137 

It is not currently technically feasible to deploy hashing and matching or 
predictive AI solutions in fully E2EE environments, given today’s available 
protocols and content moderation technologies, without compromising 
user expectations of privacy. This removes a vital technological pillar for 
combating technology-facilitated child sexual exploitation at scale. As 
framed in a human rights assessment conducted by Business for Social 
Responsibility, E2EE “does not inherently limit children’s right to safety, but 
does make detection harder.”138 
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Similar practices have been observed within online spaces — wherein 
offenders leverage more public services, such as gaming and social media 
sites, to find and initially connect with potential victims before moving 
them to private messaging services.148 In a survey among American minors 
aged 9-17, two in three reported having been asked to move from a public 
forum to a private chat by someone they had met online.149 This behavior 
has also been reported in financial sextortion cases. A recent analysis 
of apparent financial sextortion reports made to the CyberTipline found 
extorters moving victims to secondary platforms. While many more social 
platforms play a dominant role in where initial contact is made, messaging 
services, including those with perceived increased security via E2EE such 
as WhatsApp, iMessage, and Telegram, featured far higher in the list of 
platforms the victim was moved over to for continued interaction.150  

Future Opportunities & Impacts
E2EE promises to deliver important privacy protections to many as its 
adoption increases. Specific to online child safety, some survey respondents 
elevated its value in protecting children’s data, including their personal 
images and financial information.

And while this may be true, we also know that platforms which have 
played a significant role historically in proactively detecting child sexual 
exploitation and abuse have either recently, or are actively, implementing 
encryption across their systems, a move that may impact the volume 
and/or quality of reports made. Meta’s Messenger service is perhaps one 
of the most publicly discussed of these cases. When Meta announced in 
December of 2023 their intention to move Messenger to full E2EE,151 those in 
the child safety ecosystem expressed considerable concern that this move 
will remove critical safeguards in an area known to house a high number 
of reports concerning technology-facilitated child sexual exploitation.152 
In 2023, Meta was responsible for more than 17 million reports to the 

In addition to the limitations of reporting, minor users indicate they are 
more likely to simply block an abusive account rather than report it to the 
platform. Research highlights that these interventions are viewed differently 
by minors, where blocking is viewed as a mechanism to stop contact, and 
reporting is viewed as a tool to get someone “in trouble”.146 

User reporting alone, for the reasons stated above, is unlikely to surface 
the same volume of alerts for child sexual abuse and exploitation occurring 
in E2EE environments as tools like hashing and matching or predictive AI 
classifiers. However, for those who do use this feature, significant work is 
needed to ensure the reporting process is clear, accessible, and effective. 

Criminals weaponize privacy to hide the trade of abuse material and 
isolate victims. Offenders often target environments based on risk-reward 
calculations. An environment where they have a reduced likelihood of 
detection or being reported while engaging in criminal activities — such as 
grooming child victims or exchanging child sexual abuse material — holds 
obvious value for them. 

In offline contexts, this often shows up with child sexual offenders 
pursuing positions of trust within the community or family to gain access 
to children and their adult support networks.147 They pursue impressions 
of trustworthiness within public settings while moving the child to more 
isolated situations to avoid observation by others. In this situation, attempts 
to disclose abuse by the victim can be met with disbelief, placing the 
burden on the child victim to somehow prove the offender is not who they 
appear to be in public ecosystem. 

*Meta is listed as “Facebook” in this source.
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education and prompting.162,163,164 Some literature further explores verifiable 
user reporting (e.g., message franking).165,166 For interventions related 
to privacy-preserving automated detection, hashset transparency and 
auditability,167,168,169 metadata analysis,170,171,172 privacy-preserving detection 
(e.g., homomorphic encryption,173 private membership computation,174 
private set intersection175), and client-side scanning,176,177,178 have all been 
suggested and debated. These debates have introduced questions about 
changes to the underlying technology and how those changes impact the 
inherent positive benefits of E2EE.

CyberTipline (nearly half of all reports made by electronic service providers 
to the National Center for Missing & Exploited Children during this time).153* 
It is too soon to tell how much the move to encrypt this service will impact 
the overall volume of reports or the quality of the report contents. 

Safety by Design
Given that E2EE is specifically designed to secure user data, it is not 
currently technically possible for a service provider to detect, remove, and 
report CSAM in fully end-to-end encrypted environments with existing 
E2EE protocols and content moderation capabilities without compromising 
user expectations of privacy. However, given the significant risk of abuse 
of encrypted environments for child exploitation, it is critical to explore 
platform design strategies that maintain the security of encrypted 
information while reducing vulnerabilities to this abuse. Such strategies 
may focus on steps that can exist alongside encrypted exchanges rather 
than within the encrypted data itself, or may be aligned more closely with 
platform policy decisions than E2EE specific design strategies.154 

Much of the existing literature in this space focuses on the various tradeoffs 
at hand when attempting to detect CSAM in end-to-end encrypted 
systems. Recommendations and guidance tend to come paired with 
caveats and limitations, with some literature focusing on highlighting the 
limitations of particular strategies.154  

For interventions related to CSAM detection within and around end-to-
end encrypted systems, interventions as a whole can be characterized in 
two ways: those that do not rely on automated detection and those that 
seek to make use of automated detection in a way that preserves user 
privacy. For the former, suggested solutions include user reporting,155,156,157,158 
age verification,159 limiting the capacity for content sharing,160,161 and user 

*The base size of this group was small (n<25), and therefore these findings should be considered directional
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The adoption of XR is still in its early stages, with projections of continued 
growth. It has applications in a number of different industries, including 
gaming,179 education,180 advertising,181 and manufacturing.182 

Current Opportunities & Impacts
XR experiences are appearing across a number of sectors, including 
gaming, retail, travel, education, and even adult entertainment. The 
technology may increase engagement,183 unlock new geographic and 
intellectual opportunities,184 and offer new pathways and tactics for 
counseling and therapy.185 For those facing physical or psychological 
barriers to travel, socialization, or otherwise interacting outside of the home, 
XR technologies stand to be transformative.186 The adult content market 
in has shown notable growth in recent years, with forecasters predicting 
continued opportunities within the VR sector.187,188  

Technology Overview
Extended reality (XR) is an umbrella term that encompasses virtual reality 
(VR), augmented reality (AR), and mixed reality (MR) technologies. All three 
of these share the fusing, or blurring, of lines between the physical and 
virtual worlds. In VR, that occurs via complete immersion into a digital 
environment. In AR, physical reality is enhanced and/or overlaid with 
elements from the digital worlds. In MR, elements of both VR and AR are 
combined such that users can interact with both physical and digital 
objects at the same time. 

XR requires a host of technologies, in particular specialized hardware, 
such as motion sensors (to track a person’s head, body, or hand positions), 
gyroscopes (to maintain a user’s orientation), small screens (for 3D display), 
other sensory peripherals (e.g., controllers, headphones), etc. Software for 
spatial computing and mapping and 3D modeling and rendering are also 
used to enable the creation of realistic environments and power interaction 
with the physical world within MR and AR environments. At a high level, 
there are two main categories of XR devices: stand-alone — where all the 
components necessary for the experience are in the headset (such as 
Oculus VR) — and tethered — where the headset is connected to some 
other device like a video game console (such as SteamVR). 

Extended Reality Environments

“I can see XR enhancing some of our online training modules to 
make them more engaging and experimental”

— Sector: Non-profit; Tenure: 7+ years

“...XR is an unregulated space and we still do not understand the 
impact of virtual abuse on the recovery of children...” 

— Sector: Non-profit; Tenure: 7+ years

Although adoption of XR remains in its early stages, cases have been 
reported189,190 and studies have been conducted indicating the ongoing 
presence of XR-facilitated child sexual exploitation.191 Some of these reports 
demonstrate the potential interplay between offline and online abuse, where 
the immersive nature of these technologies can be used to distract observers 
from physical child sexual abuse that is actively occurring.192 These reports 
may grow alongside a forecast of increasing minor users in response to 
reduced headset costs and lowering of recommended user ages.193  
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In the ecosystem survey, respondents with 3+ years of experience in the 
law enforcement sector indicated that they were fielding cases involving 
XR, ranging from 0% to 10% of their caseload, with an average of 0.95% of 
their caseload. 

During this research, three categories of risks emerged. Harms already 
observed include:

 Limited practices to reduce exposure of minors to adult scenarios   
 and interactions. 
 Increased opportunity for exchanges outside of dominant content   

 moderation tooling.
 Immersive nature of the environment can disrupt users’    

 understanding of risk and harm.

Limited practices to reduce exposure of minors to adult scenarios 
and interactions. XR environments have made progress in implementing 
parental control capabilities to defend minor users from encountering adult 
content. Reporting in 2022 raised concerns about the lack of ability to block 
18+ content.194 Some devices have since added such controls, creating 
more ways for parents to curate the types of content minor users can 
access and the process through which they can approve new contacts.195  

Unfortunately, as with other app stores, content maturity ratings are 
assigned by the developers and may not match the user experience. For 
example, VRChat is listed for users 13+; however, several reports show 
minor encounters with adult content,196 such as was reported by a BBC 
reporter who, while posing as a 13-year-old user, was able to visit a virtual 
strip club in the app.197 Similar experiences have been reported in other 
environments, such as RecRoom and Horizon Worlds.198  

Increased opportunity for exchanges outside of dominant content 
moderation tooling. Content moderation in traditional 2D environments 
carries its own challenges. However, expanding to immersive environments 
introduces additional policy and technical hurdles. While traditional content 
moderation tactics, such as hashing and matching, and classifier review 
can support review efforts for some media in XR environments, many 
interactions exist outside of traditional image/video upload or text-based 
exchange. 

Current content moderation capabilities for ephemeral events, such as 
audio or embodied interactions, are limited compared with the body of 
moderation tools designed for logged interactions, such as uploaded 
images, videos, or text. In addition to the lack of technology to identify 
violative behavior in real time, the lack of a record of the interaction limits 
the verification of a reported infraction or enforcement of a policy in some 
instances.199,200 As a result, the potential for interactions outside of the 
protections of existing content moderation capabilities is much higher in XR 
environments than in traditional 2D social media exchanges. 

Immersive nature of the environment can disrupt users’ understanding 
of risk and harm. Extended reality environments are designed to blur 
the user’s awareness and boundaries between what physically surrounds 
them in their offline space and what they observe and experience via the 
virtual environment they’re operating in. This feature enhances the user’s 
experience, helping them to more completely believe they are in the virtual 
environment. However, this can also lead to less clarity about the emotional 
and psychological impacts of experiences had in these virtual worlds.201 

Reporting has highlighted the tension that exists between a virtual world 
and the “realness” of the experiences had within that world. In some cases, 
these experiences of virtual groping, harassment and rape occur within 
minutes or an hour of entering the virtual environment.202,203,204  
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There are ongoing debates within the public regarding whether this type of 
abusive behavior is harmful or should be acceptable.209,210 In one analysis 
of Reddit threads discussing the experiences Belamire described, opinions 
were split, with one Redditor commenting, “My political correctness is being 
pushed beyond its limits here. I’m sorry but there is no sexual harassment 
in multiplayer games. There are horny teenagers that get excited they have 
the courage to interact with a female.” And another, “Of course today’s VR 
experiences are a pale reflection of reality — but in no time at all, they’ll be 
so realistic, you won’t be able to brush it off.”211  

Notably, the comments studied in the above report were made between 
2016 and 2017. Advances in XR technologies have only increased the 
“realness” of experiences, further pressing the issue of the psychological 
and emotional impact of XR experiences.212 With XR pornography 
growing, it is likely that haptics will continue to be incorporated into these 
experiences,213 offering risk of intersection with child sexual exploitation  
and abuse. 

Future Opportunities & Impacts
To date, the adoption of XR technologies is still in the early stages, likely 
at least in part due to the high cost of devices.214 However, as device cost 
drops, adoption may increase, along with interest to invest in further 
development. This cycle of adoption to new development, to new users, 
to further adoption will also carry opening for novel risk. Although there 
are still several unknowns (including the scale of adoption around minor 
users), the combination of factors described previously appears to make an 
environment of this nature particularly high risk. 

Safety by Design
Efforts for safe XR design with children in mind cover a broad range of 
goals, from child safety, to child security, to privacy of children’s data. While 
a significant portion of XR safety research is focused on adults, some of 

In one example, gamer Jordan Belamire shared her experience of being 
virtually groped and harassed. She described being followed and repeatedly 
groped despite telling the harassing user to stop. “This goaded him on, and 
even when I turned away from him, he chased me around, making grabbing 
and pinching motions near my chest. Emboldened, he even shoved his 
hand toward my virtual crotch and began rubbing.”205 

VR users have reported mixed opinions regarding how they feel about 
the experiences had in virtual environments, where some report a clear 
distinction between fantasy and reality, and others report the nature of the 
interaction creates very real emotional and psychological responses.206  
In an incident first reported in 2023 and currently under investigation, a 
minor was online in a VR environment when several male players attacked 
and “gang-raped” her digital avatar.207 According to the Daily Mail, a 
senior official familiar with the case noted that “this child experienced 
psychological trauma similar to that of someone who has been physically 
raped. There is an emotional and psychological impact on the victim that is 
longer term than any physical injuries.”208

“…lack of awareness regarding the impact of harmful behaviours 
within the VR/XR/AR space. It’s not at the high end of the scale 
spectrum yet but research and lack of guardrails heeds caution 
at the proximity between trauma in these mediums vs in real life. 
The range of harmful behaviours ranges from hurtful language/
bullying right through to virtual sexual assault so the spectrum 
for harm is wide.”

— Sector: Other; Tenure: 1-3 years
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the recommendations are age agnostic and therefore potentially applicable 
to children. Across the multiple goals of security, safety, and privacy, the 
corresponding approaches are sometimes overlapping. They can be broadly 
categorized as feature-level interventions under three primary categories: 
empowering children to quickly restore safety in unsafe XR situations, 
ensuring age-appropriate experiences for children, and preventing the 
unnecessary dissemination of information and data about a child or their 
environment. Examples of interventions in the first category include easy 
functionality (e.g., quick reactions) for blocking and reporting,215,216,217,218,219,220 
exiting a virtual space,221 and personal boundary setting (e.g., proximity-
based audio muting).222,223 In the second category, recommendations 
include identity and/or age verification,224,225,226,227,228 establishing spaces 
just for children,229,230 time limits,231 age-appropriate education and 
onboarding,232,233,234,235 and support for parents and caregivers.236,237,238,239 
Data privacy and security recommendations cover a broad spectrum, 
inclusive of general best practices, like transparent and minimal data 
collection practices,240,241,242,243 and specific interventions, like enabling 
privacy in shared spaces (e.g., via profile visibility control).244 

Where current research seems to be lacking is an exploration in automated 
content moderation for detecting child sexual abuse and exploitation 
in these spaces, with some resources highlighting the challenges of 
automated content moderation in XR.245,246  
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Technology Overview
Decentralized computing refers to an approach to networking where 
computing tasks are split across multiple different entities, rather than one 
centralized authority. Decentralized networks make use of communication 
and message protocols to route traffic and interface between nodes in the 
network. Depending on the application, these nodes can be computers, 
servers, or other devices. The nodes in a decentralized network are able 
to directly connect with each other in a peer-to-peer (P2P) capacity. The 
tasks conducted within the network (whether that be communications, 
data transfer, or some other computation) are not coordinated by a central 
authority but rather established independently by the nodes. There are a 
variety of protocols that can be used for decentralized networks depending 
on the application, such as the P2P protocol (enables nodes in a network 
to request and respond to data) and ActivityPub (enables the servers in a 
decentralized social network to deliver content and other user activities to 
each other).

Decentralized computing can be applied across a wide range of 
applications, including decentralized social networks,247 data storage,248 
financial transactions,249 and machine learning.250 Across all of these 
applications, decentralized networks allow for better fault tolerance and 
increased privacy. While decentralized networking is implemented in 
various forms across different applications, its use and adoption is not yet 
ubiquitous. Depending on the application, there are multiple challenges 
to designing and adopting decentralized networks, including resource 
scheduling, global policy enforcement, and reliable data availability. 

Decentralization

Current Opportunities & Impacts
Decentralized networks have been in use for decades, but have started 
to see more mainstream attention in the last 10 years tied to the rising 
popularity of bitcoin and, more recently, the fediverse (a “decentralized 
group of social media platforms in which each independent platform can 
interact freely with any other platform that is part of the group”251 ). In 
distinct use cases of this core technology, both of these have a record of 
intersecting with risks of technology-facilitated child sexual exploitation 
and abuse. 

In the ecosystem survey, respondents with 3+ years of experience in the 
law enforcement sector* indicated that they were fielding CSAM cases 
involving decentralization technology, ranging from 0% to 50% of their 
CSAM cases (with an average of 4.29%). During this research, several 
categories of risks were surfaced. The main areas of observed risk to date 
around decentralized networks include:

 Increased investigative challenges for suspect identity.
 Lack of centralized authority for standards and moderation.
 Difficulty removing illegal material.

Increased investigative challenges for suspect identity. One of the 
core features of decentralized networks is the enhanced privacy for users. 
Transactions do not involve a centralized authority (such as a financial 
institution), and accounts often do not require a real-world identity. 
Cryptocurrencies, one application of decentralized networks, have been 
associated with a variety of crimes in recent years, including CSAM, and 
per a report from the Internet Watch Foundation, their use in payment for 

*The base size of this group was small (n<25), and therefore these findings should be considered directional.
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violent and abusive material, including child sexual abuse material.256,257 
Research and reporting have documented the serious outcomes 
experienced by many exposed to this material, including anxiety  
and depression.258  

Larger companies have encountered public pressure in the last 10 years as 
awareness of the impact of this work on moderators has increased. Many 
have implemented additional safeguards, including content moderation 
tools to help triage the massive volume of content, as well as wellness-
enhancing strategies, such as obscuring elements of the image where 
visual review is not necessary to make a determination, or more generally 
increasing investment in wellness resources for employees performing  
this work.259  

However, those volunteers performing similar work for decentralized 
networks often have none of the training, tooling, and support that is 
financed in large, centralized companies, leaving them ill-equipped to 
manage the significant emotional and psychological toll of exposure to 
content relating to child sexual exploitation and abuse.

Difficulty�removing�illegal�material. One of the draws for decentralized 
networks is the security and reliability that stems from information secured 
in the blockchain. Decentralized recordkeeping makes tampering with — 
changing or removing — records much more difficult. This same quality 
applies to illegal material that has either been federated or recorded to 
the blockchain. While authors are unaware of any confirmed instances of 
CSAM saved to the blockchain, research has recorded the challenges of 
successfully removing CSAM across federated networks. As discussed by 
one of the authors of the Stanford Internet Observatory report on CSAM in 
the Fediverse,260 remote instances of the detected CSAM in some cases 
remained beyond initial reporting to local instance operators. This may be 
tied to the independent role of operators in sending “delete events” to alert 

purchasing CSAM has been on the rise.252 While cryptocurrencies were at 
one point broadly perceived as untraceable, investigators have successfully 
identified offenders behind cryptocurrency-related CSAM offenses.253 
However, analysis of the use of cryptocurrency by CSAM sellers points to 
the likely appeal of privacy-centered coins in particular, such as Monero, in 
attempts to shore up privacy.254  

Lack of centralized authority for standards and moderation. While 
removing a centralized authority supports the desired increased autonomy 
and content freedom among users of decentralized networks, this also 
removes a critical element of traditional trust and safety frameworks that 
have developed through mainstream centralized networking systems. 
Centralized authorities traditionally drive policies about acceptable use 
(and, by extension, prohibited use). Many platforms (in response to both 
social commitment and legal requirements) also deploy and maintain 
tooling necessary to enforce these policies at scale. In the absence of this 
centralized authority, abusive behavior and illegal transactions (including 
the trade of child sexual abuse material) can prosper.255  

“ Decentralization could make it easier for perpetrators to hide 
online material and activities that put child safety at risk — it is 
an opportunity to bypass current protections.”

— Sector: Other; Tenure: 5-7 years

Lacking a centralized network does not, however, mean the operators 
and users of decentralized networks accept seeing hostile or illegal 
activity flourish within their decentralized communities. Rather, a variety 
of alternatives arise — oftentimes driven by volunteers committed to the 
health of their community. Unfortunately, content moderation work, as 
is gaining increasing public attention, can lead to significant exposure to 
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While the decentralized nature of these networks means policies and 
associated enforcement practices will differ greatly across networks, 
the grassroots nature of trust and safety could also lend to increased 
trust in the function of trust and safety. Child safety experts recognize 
the critical role of trust and safety teams. However, these teams have, at 
times, been dismissed as unnecessary cost centers on one end, and at 
the other, tools for platform overreach. These types of characterizations 
underestimate and understate the critical role of trust and safety teams 
in ensuring online environments are safe and healthy. Particularly through 
the lens of technology-facilitated child sexual exploitation, where the scale 
and nature of these abuses on mainstream platforms can be minimized, 
policies implemented to combat them at scale have, at times, been framed 
as heavy handed and even a form of censorship.265,266 By situating content 
moderation with specific instances and outside of a central authority, there 
may be greater user buy in and transparency about the necessity for certain 
policies (such as those associated with technology-facilitated child sexual 
exploitation and abuse) and the tactics for enforcement of those policies. 

Safety by Design
Current efforts around the safe design of decentralized technology as 
it relates to child sexual exploitation and abuse primarily focus on two 
settings: decentralized media storage and retrieval (e.g., peer-to-peer file 
sharing), and decentralized social media. In the latter, existing literature 
offers a range of possible solutions to enable content moderation for 
CSAM. Community moderation is the assumed path forward, so suggested 

operators or it could be a reflection of slow (or no) action on behalf of some 
remote operators where the content was not removed. While the offending 
post or user can be removed by an instance operator, the abusive or illegal 
content may be federated far beyond the initial instance, resulting in a 
spider web of impacted servers.261  

Future Opportunities & Impacts
In looking to the future, most concern relies not around novel areas of risk, 
but rather increased adoption of decentralization without adequate checks 
and balances in place for the already observed risks. Researching any form 
however, some novel opportunities may also lay ahead that could benefit 
those working to combat technology-facilitated child sexual and abuse. 

Researching any form of online criminal activity or abusive behavior has 
carried challenges; however, social media has played an increasing role in 
understanding network behaviors and abusive trends. Studies on hashtag 
trends have highlighted both the prevalence of some underrecognized 
harms and the gaps in platform efforts to block such activity.262 Studies on 
public forums have elevated the experiences of survivors of sextortion.263  
Research on decentralized networks, such as Mastadon, is far from new. 
However, few studies have looked at the issue of child sexual exploitation 
and abuse. While decentralization does not mean all information is publicly 
discoverable (and many identified as open to child sexual exploitation may 
either be hidden or widely defederated264), this may be an area of increasing 
opportunity to examine network behaviors and public discourse on topics 
that may be more heavily moderated on other centralized platforms. It is 
worth noting that any such findings may not be generalizable to the broader 
public, as choosing to make use of a decentralized network may indicate 
perspectives, biases, and influences that differ from those present in other 
segments of the public.

“ A more decentralized network means more robust 
communications and avoids single points of failure, this is not 
only�benefiting�children�but�all�of�society.”

— Sector: Technology; Tenure: 3-5 years
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solutions tend to focus on pathways to support that existing strategy. 
Such solutions include server-level and community-level blocklists used by 
individual community nodes,267,268,269 pluggable and shareable automated 
detection technology,270,271,272 and media removal.273 Other researchers 
suggest instance- or gateway-level moderation.274,275  

For decentralized media storage and retrieval, solutions tend to focus on 
strategies to support or prioritize law enforcement investigations — such as 
file tagging,276 targeted peer removal,277 or use of detection technology.278 
There is a line of research around preventing the distribution of copyrighted 
files, that while not directly focused on CSAM prevention, includes 
strategies that may be similarly applicable.279  

Where current research seems to be lacking is an exploration in making 
these spaces inhospitable for sexual harms against children to begin 
with, with relevant work focusing on the possibility of shifting norms by 
rewarding positive user behavior.280,281 By and large, most research is 
focused on enabling detection, moderation, and prioritization in spaces 
where the abusive content and behavior is already occurring. 
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Technology Overview
Quantum computing is an emerging field that leverages quantum 
mechanical phenomena, resulting in exponentially faster computation of 
various computing tasks. Quantum computers operate using quantum 
bits, or qubits, which (unlike the bits used today in classical computing) 
can store not just a zero or a one, but also a weighted combination of zero 
and one. This quality of superposition is critical for unlocking the capability 
for quantum computers to store — and process in parallel — exponentially 
more information than classical computers. Other key qualities of 
quantum mechanical phenomena that similarly unlock these capabilities 
include entanglement (information about one qubit allows for immediate 
determination of information about other qubits) and interference 
(superposition results in probabilistic waves of information, where 
these probabilities can amplify or cancel each other out in pursuit of a 
computational outcome or measurement282). Quantum computing requires 
the use of specialized quantum hardware (much of which is currently 
experimental).

There are still concrete technical barriers and challenges to widespread 
use of quantum computing, chiefly its current unreliability in computing 
accurate results (also known as decoherence). Recent advances in logical 
qubits present promise for addressing that unreliability.283,284 Today, some 

Quantum Computing

“ QC can be used for a multitude of purposes for improving 
online child safety, whether thats identifying harmful content, 
or improving content moderation, and therefore makes these 
areas�of�work�more�efficient.”

— Sector: Other; Tenure: 7+ years

“ Quantum Computing: stronger security through unbreakable 
encryption to protect children’s data and future-proof online 
safety against quantum threats.”

— Sector: Non-profit; Tenure: 7+ years

commercial applications of quantum computing already exist (e.g., its use in 
protein design285,286 and for securing data).287  

Current Opportunities & Impacts
Quantum computing remains largely in a theoretical state for application. 
Consequently, it has not yet been reported as playing a role either in the 
tools used to prevent and defend against technology-facilitated child 
sexual exploitation nor as a means for committing abuse. In the ecosystem 
survey, respondents with 3+ years of experience in the law enforcement 
sector* indicated that they were not fielding CSAM cases involving quantum 
computing, with all such respondents indicating that 0% of their CSAM 
cases involved this technology.

Future Opportunities & Impacts
While researchers and participants could not identify any current publicly 
reported cases involving quantum computing (at the time of publication), 
current theoretical work points to potential future risks and opportunities. 
Given its primary role (in theoretical work) as an accelerant of technologies, 
as opposed to a stand-alone service, it will to be helpful to consider the 
impact of quantum computing through that lens. 
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Safety by Design
Resources advising on the use of quantum computing with child sexual 
abuse and exploitation harms in mind are scarce. Where that discussion 
is occurring, particular concerns around the use of quantum computing 
cyberattacks to break encryption algorithms have been noted.288 Recently, 
the National Institute of Standards and Technology released a set of 
encryption tools designed to withstand these types of attacks.289  

There appear to be two possible explanations for the lack of resources in 
this area. The first is that quantum computing is orthogonal to a broad 
range of computing tasks. In other words: quantum computing is, at 
its core, an accelerator, and so interventions to address its impact on 
technology-facilitated child sexual exploitation are better suited to sit 
within the specific task or computing workflow that is accelerated by 
the application of quantum computing. The second is that this is truly 
still an emerging technology, and ideating on impactful interventions for 
something that is still yet emerging can prove to be challenging.

*The base size of this group was small (n<25), and therefore these findings should be considered directional.

“ Quantum Computing could enable more rapid processing, 
uploading, etc., making it harder to prevent child safety risks 
before they occur.“

— Sector: Other; Tenure: 5-7 years
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Discussion & Looking Ahead

This report outlines several areas of emerging or evolving technical 
innovation where work is needed to understand and address the risk of 
misuse for the purpose of child sexual abuse and exploitation. It does not 
focus on one singular technology over all others. Offenders have a long 
history of working across multiple surfaces to groom victims, network 
among offenders, and traffic in child sexual abuse material. As a result, to 
focus on one at the exclusion of others will only further the game of 
“whack-a-mole,” which we have played for the last several decades. 

This report also does not suggest that the solution to this problem is the 
elimination of these technologies nor the isolation of minors from the 
internet. Both digital innovation and connection are vital parts of society 
at this point; attempts to deny young people access to the internet will 
restrict�the�real�benefits�and�opportunities�they�offer�to�children�and�
fail to support their successful onboarding to digital environments 
they will certainly utilize as they mature. 

Finally, the report not only lays out the current and future areas of  
potential abuse, but also highlights the importance of some of these 
technologies in delivering safer futures for young people. The sheer 
volume of interactions online each day requires partnership between 
humans and technology. Neither can deliver without the other.  
The efficacy of this partnership will require specialized subject matter  
and technical expertise paired with the will of the public and market to  
confront these risks.

Technology is evolving at a rapid pace. This yields vital tools for society 
that are at times even lifesaving. Invention has long required a careful 
examination of both the intended and unintended outcomes of what 
we create, and it has required pursuing necessary mitigations to avoid 
accidental harm stemming from something designed to benefit. Mitigations 
stem both from features embedded in the design as well as from the 
policies to oversee use of the tools and user instructions for safe use of  
the tool — balancing the likelihood of a negative impact by reducing 
capacity for harm and increasing awareness among users. 

However, the role of user awareness has far greater limitations when 
examining the risk of unintended outcomes stemming from the intersection 
of technology and child safety, for two core reasons. 

First, when the user is a minor, the ability to both educate on the nature and 
strategies to mitigate for unintended consequences is more limited than 
with adults, and at times purely beyond reasonable expectations. Further, 
for users in a developmental period where they are wired to take more risks 
and less likely to follow the rules and guardrails laid out for them by adults, 
the efficacy of such warnings is reduced.

Second, when the user is an adult, the outcomes we seek to prevent may in 
fact be the desired outcomes of someone intent on exploiting or abusing a 
minor. The potential to subvert product protections, violate terms of service, 
and manipulate other users is high. 

For these reasons, the responsibility to balance user safety and innovation 
must include extra care in scrutinizing mitigation tactics for their  
likely efficacy. 
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Key areas of focus as we build to ensure that technology is designed and 
deployed with children in mind include:

 Deepening and expanding the research base 
Additional research to study the nature and impact of certain technologies 
on technology-facilitated child sexual exploitation is needed. Existing 
research is limited on many of these topics. As a result, we are often using 
blunt strategies targeting access and innovation over targeted interventions 
built upon strong data backing. Particular areas of focus should consider:

• Pursuing platform-agnostic initiatives to examine individual feature roles 
in user risk and safety.

• Investing in research among diverse populations geographically, 
culturally, economically, and developmentally to understand the impacts 
(both positive and negative) of technologies for different communities. 

• Applying to child safety what has been learned in promising academic 
work on other areas of digital risk. 

 Multidisciplinary collaboration
Collaboration across disciplines is necessary to incorporate the knowledge 
of those on the front lines (investigators, survivor organizations, and 
nonprofits, to name a few) into the life cycle of technology development, 
deployment, and maintenance to ensure that builders have a strong 
understanding of how abuse of their technologies may occur. In addition, 
we should seek opportunities to learn from and collaborate with expertise 
not specific to technology-facilitated child sexual exploitation — for 
example, technologists, mis- and disinformation experts, and child learning 
and development — to apply core concepts from these fields to the more 
specialized field of technology-facilitated child sexual exploitation. 

 Safety by design frameworks 
Too often, the question “How does this technology negatively impact 
children?” is asked after harm has occurred. Incorporation of dedicated 
safety by design workstreams during early exploration and design phases 
grounds child safety as foundational to the value and success of new 
technologies. For many of the technologies explored in this report, we are 
faced with considering how to contain these harms, rather than how to 
prevent the tools we build from being readily weaponized to cause harm 
in the first place. Changing this will require investment in safety by design 
efforts that are technologically sound, research based and multidisciplinary 
throughout the entire life cycle of technology.

 Regular horizon scanning
High-level horizon scanning, focused on a rapid assessment of current and 
emerging technologies that are creating (or poised to create) disruption in 
the existing landscape of technology-facilitated child sexual exploitation, 
should be conducted on a regular cadence. This work, while challenging to 
prioritize, is critical to reduce risk to children in new technologies and nimbly 
respond to unintended impacts of technology. 

 Raising public awareness
Continuing to increase public awareness about the scale and nature of 
technology-facilitated child sexual exploitation is vital to ensuring we 
have not only the technical capabilities to combat this issue, but the will to 
prioritize and deploy them. Further, understanding the unique and critical 
expertise and roles of the many contributors across the ecosystem will lead 
to more holistic and effective strategies designed with children at the heart. 
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